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1. Introduction

In the previous reports, after seeing the necessity for us to get rid of advertising and promotion
sentences from our corpora, we use some models to build a blacklist for English words. However,
this cannot be applied to Chinese corpus directly. Moreover, different from the situation in English,
Chinese promotion and advertising sentences are more complicated due to cultural difference. From
example, in the context of English, common promotion sentences are asking for subscription,
upvotes or external links. In Chinese, there are also some strange self-edited video with no
informative content that should be removed. Besides that, there are some Chinese-related special
keywords like WeChat, QQ that do not exist in English. For more information, please refer to our
previous report here.

Therefore, it is necessary to build a model to filter advertising and promotion words in Chinese
directly. The main contributions of this research can be summarized as follows:

e | collected the corpus of four controversial topics -- Alpha Go, 5G, 2020 Election and COVID 19. |
manually labeled the promotion and advertising sentences in them.

e | utilized the newest multilingual cased "BERT" natural language processing model to map our
Chinese corpus into embeddings in character level.

® | train an SVM classifier on the four datasets and tune hyper-parameters using cross-validation,
achieving an average accuracy of 83% on character level -- different topics for training and
testing.

2. Methodology

Our method aims to filter promotion sentences in video descriptions, thus, to improve the
performance of further task -- keyword extraction. A sentence considered as promotion sentence is
usually like:
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In the real situation, Chinese promotion words are much more complicated. There are some
sentences looking for subscription & upvotes, some external links, some constructed stories that are
partially related to the topic.

The basic idea of our method is that for a sentence, if it is labeled as a promotion sentence, then we
treat each character instance in it as promotion character. We get word embeddings using Bert
based on that sentence and then use a SVM to perform the classification task. We didn't segment
Chinese sentences into words which is a common practice of Chinese NLP tasks in the past, because
the character embeddings from Bert already take into account the context of that particular
character.

There are mainly two parts:

2.1. Preprocessing & Labeling
e Split video descriptions into sentences by delimiters like space, period or other marks. Then
write sentences into text file for labeling.

o We split sentences in a way such that promotion sentences can be separated by topic-

related sentences.
o The splitting does not need to be so precise since when they are being labeled, they can

also be splitted again manually.
e Manually label each sentence, positive (1) for promotion sentences and negative (0) for topic-
related sentences.

o Note that the label for a sentence applies to all characters in that sentence.

2.2. Classification
® We input sentences into the pertained Bert model to extract embeddings for characters. We use
the last second layer as in Bert as the embedding.
e We train a binary SVM classifier on those embeddings and labels.

o Given an embedding, if the output is positive, then it it predicted to be a promotion
character.

3. Dataset

Our dataset consists of descriptions of videos of four different topics including Alpha Go, 5G, Election
and COVID-19. We select these topics because they are controversial enough and may reveal some
cultural difference between the US and China.

We collect these descriptions using web scraping tools from previous work. We mainly focus on the
videos on QQ, iQIYl and Youku. For the details of how we use the tool, please refer to the previous
report.

In the following, | introduce each topic and its context.

e Alpha Go: AlphaGo developed by Deepmind Technologies owned by Google, is the first



computer program to defeat a professional human Go player, the first to defeat a Go world
champion -- Ke Jie from China.

e 5G: 5G is the fifth generation technology standard for broadband cellular networks. The United
States and China are in a race to deploy fifth-generation, or 5G, wireless networks, and the
country that dominates will lead in standard-setting, patents, and the global supply chain

e Election: The 2020 United States presidential election was the 59th quadrennial presidential
election, held on Tuesday, November 3, 2020. This election is controversial considering the
epidemic and people's extremely divided evaluations of Trump, this election is very
controversial.

e COVID-19: Coronavirus disease 2019 (COVID-19) is a contagious disease caused by severe acute
respiratory syndrome coronavirus 2. It has since spread worldwide, leading to an ongoing
pandemic.

The statistics of datasets are ass follows:

# Character Instance # Promotion Character Instance
Alpha Go 8844 4088
5G 7225 2004
Election 7799 869
COVID-19 8237 1640

4. Experiment

In the Methodology section, | introduce our procedure to generate our data as well as train a binary
SVM classifier for promotion sentence filter. In this section, | show the experiment setting,
experiment result and further discussion.

4.1. Experiment Setup

To fully utilize the four datasets and get a more generalized model, | train the model in a cross-
validation manner. | take turns using one as the test set and the other three as the training set. For
example, there are 4 settings and the for the first one, we train on 5G, Election & coviD-19 and
test on Alpha Go. For the second one, we train on Alpha Go Election & cOVID-19 and test on
5G and so on and so forth.

In order to get the best performance, | used grid search to tune the gamma and C values. For each
combination of C & gamma, | use the weighted average accuracy on the 4 folds mentioned above as
the final metric. | search Cvalues in [0.001, 10] in log scale and gamma in ["auto", "scale"] suggested
by scikit-learn, where "scale" represents 1 /(7 feqtures * Var(X)), and "auto" is just 1 /7 feqtures -

I also use multiprocessing in Python to accelerate this process as follows:



from multiprocessing import Pool
Xs, ys = [Xe, Xgo, X5g, Xcovid], [ye, ygo, y5g, ycovid]
def evalute(xs, ys):
with Pool (processes=4) as pool:
n right = n_total = 0
for i, (right, total) in pool.imap unordered(cross_validation, [(i, xs, ys)
for i in range(4)]):
n_right += right
n_total += total

return n_right / n_total

After exhaustive grid searching, we find that the best hyper-parameters on these datasets is C = 0.1
and gamma = "auto".

4.2. Experiement Result & Discussion

The experiment result is shown as below.

For evaluation, we use accuracy. Note that it is character-level, which means that the accuracy is
evaluated for each character instead of each sentence. To fit the model into our pipeline for cross
culture analysis, we still need to do a voting for each sentence to finally decide if it is a promotion
sentence. This further voting raises the accuracy on sentence level to extremely high -- refer to the
Sample Result section.

Test Set Training Set Accuracy
Alpha Go The other three 0.7293
5G The other three 0.7242
Election The other three 0.9455
COVID-19 The other three 0.9040

From the table above, we can see that the lowest accuracy is on Alpha Go & 5G.

e For 5G, | print out some predicted result and find that, there are many negative sentences
(topic-related instead of promotion sentences) that are usually classified as positive in other
topics. This is because the topic of 5¢G itself is related to phone. However, in other topics, there
are usually advertisements for iPhone, Huawei, etc. that are considered as promotions.

® For Alpha Go, as it can be seen from the statistics in the Dataset section, it has the biggest
numberthre of promotion characters -- more than half of the instances are promotions, which
makes it so different from the other three. It can be easily seen that for this dataset, the model
trained on the other three datasets is too conservative. In SVM, this can be easily fixed by
changing the hyperparameter.



4.3. Future Work

These are possible future steps for this research:

1. Extend this model to predict on sentence-level, such that given a sentence, it predicts if itis a
promotion sentence, so it can fit into our pipeline of preprocessing --> ad filtering --> keyword
extraction. A naive way of doing this will be just voting on each character.

2. Try on the transcript of collected videos. Transcripts are usually longer that description so the
model may need to be changed.

5. Sample Result

The following inferencing result for COVID-19, is predicted by the model trained on Election, 5G &
Alpha GO. Red characters are those that are classified as promotion characters by the model.

As we can see, most of the promotion characters are correctly labeled. Although there are some mis-
classified characters, the number of them is very small and do not affect our final voting decision of
whether a sentence is a promotion sentence or not. For example, although there are 4 characters
mis-classified as promotion characters in the first sentence, more than 90% of the rest characters are
labeled as white characters.
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