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Abstract

The emotional response of different cultures in major events should be different.

People in different countries have their own opinions and emotions based on their

culture, thoughts, habits, and customs. Our main goal is to distinguish the cultural

differences of posts on social media. These posts have different emotions in major

events in COVID-19 in different countries /regions. In the same theme, although some

people may be satisfied, others may show resentment or anger. Some cultures will

express emotions more straightforwardly, but some cultural expressions are more

vague which identify such emotions as a key topic in the field of natural  language

processing. In this article, we decided to choose Britain and China as our research

objects. They have a completely different policy for COVID-19, and major events in

great popularity will also have different emotions on social platforms. Therefore, in the

same period, the people of these countries may have different attitudes.

In this paper, our goal is to compare the differences  and similarities between the two

cultures by comparing the emotional fluctuations in major events in Weibo China and

the British Twitter for a period of time during Covid pandemic . The reason for the

keyword we chose COVID-19 as the theme is that it has maintained the life of the

people of the entire world for three years. Only by analyzing the information about

COVID-19, we can successfully guess the real situation of each country and compare

it.



1. Introduction

To this day, COVID-19's popularity has plagued us for three years. In these three

years, many major events such as Wuhan have been blocked, vaccines came out ,

the state emergency state declaratory  and so on. In these major events, people from

different countries show different emotions and views on social platforms. In this era of

information, social media is a very important part of people's lives that may be the first

stop for people to vent or show their emotions. So it is necessary to analyze the large

-scale social media sentiment analysis of major events in COVID19. First, this can

highlight the emotional response and mental health of different cultural responses to

major events. The universal values and policy feedback, the third can remind people

that their mental health is popular in COVID-19.

In this project, we have selected two major social media of different countries for

analysis, and the countries are Britain and China. For Britain, the social media data we

use comes from Twitter. For China, the social media data we use comes from Weibo.

The time range of the data of the British Twitter is one month (4 weeks), and the time

range of Chinese Weibo data is also one month (4 weeks). If we see the occurrence of

major events as a point, the selection of the time frame is two weeks before the major

event and two weeks after the major event occurred, which is one month. Then we

use different deep learning models to learn data, and then perform the sentiment

analysis. For emotions, a popular example is Paul Ekman and his colleagues on cross



-cultural research in 1992. They concluded that the six basic emotions of humans are

anger, disgust, fear,happiness, sadness and surprise.

Figure 1: 6 emotions by Paul Ekman

In our project, we simply classify emotions to three in order to better reflect the

differences, which are positive, negative, and neutral.

Figure 2: 3 emotions

From dataset collection, we build a web crawler for Weibo since Weibo does not offer

APIs and there is no exist Weibo dataset available on the keyword “新冠” which in

english means Covid-19. As for the UK Twitter data, we obitian it from an online github



dataset called COVID19_Tweets_Dataset (https://github.com/lopezbec/C

OVID19_Tweets_Dataset) and we are using the data identity as from the United

Kingdom.

After obtaining data, we predict the data through two different deep learning models.

On Twitter dataset we use COVID-Twitter-BERT from digitalepidemiologylab and use

Chinese-BERT on Weibo dataset from China. Through our improvement and fine

-tuning, we successfully improved the accuracy of 9% , compared to the Baseline

Model.

2.RELATED WORK

2.1 Social Media Covid Database

There are many ways to collect data on social media. The mainstream includes API

comments provided by social media such as Yelp, Facebook developer platform, and

such as using third -party software such as octopus, or you can choose to build your

own crawler yourself. Come to crawl data. Related work includes the construction of

crawlers, the use of APIs and the adjustment of the data set. The main data of Twitter

is derived from An Augmented Multilingual Twitter DataSet for Studying The Covid -19

Infodemic by Lopez, C. E., Gallemore, C.



2.2 Mental Health on Social Media during Covid-19

People's emotional health is also a topic that everyone cares about during a big period

of popularity. Under the influence of social distance and city lockdown, people's

negative emotions will have a great impact on emotional health. Many jobs also pay

attention to human emotional fluctuations and emotional health on social platforms.

And the association between social media and human emotional health is like Social

Media Use and ITS Connection to Mental Health: A Systematic Review by Fazida

Karim. And natural language processing seems to be the most consistent and most

powerful tool. For example Christopher Marshall‘s Using Natural Language

Processing to Explore Mental Health Insights From UK Tweets During the COVID-19

Pandemic: Infodemiology Study，or Natural language processing applied to mental

illness detection: a narrative review by Tianlin Zhang and Annika M. Schoene.

2.3 Cross-Cultural Differences of Sentiment in Social Media

Another major topic is how people respond to the major incidents in COVID-19 in

social media. There is relatively little related work in this field, but the Cross-Cultural

Differences of Social Media Related Relates Related To Covid-19 tells how to use the

classification model to identify the emotions of social media in different cultures for

COVID-19. The keywords used in this article are Wuhan and Covid. The article shows

the classification and quantity statistics of the six different emotions on social media



on social media. Data shows that Twitter data and Weibo data have different

emotional fluctuations when specifying keywords in COVID-19. The most emotional

emotions displayed on Weibo are positive, however for Twitter people are feeling more

fear or neutral.

3.MATERIAL & METHODS

3.1 Data collection

A. Twitter Data

Twitter is an American social networking and microblogging service company.

Twitter is a platform that provides real-time global events and discussion of hot topics.

On Twitter, real-time commentary conversations showcase4 every side of a story, from

breaking events, entertainment, sports, politics, and daily news. Here you can join

open live conversations, or watch the event live. Twitter is a very popular social media

for the world, and the reason we choose twitter over other social media is people tend

to share more about emotion and feeling for society, not just family or friends. Twitter

also gets a lot of tweets every day. The figure below shows home the traffic on twitter

with covid related keywords and why we believe twitter is a good source to collect our

data. The twitter data we are collection from is PanelLab Covid-19 database and

COVID19_Tweets_Dataset by Dr. Christian Lopez



Figure 3: Total Covid related Tweets by date

Based on the code and filter tool provided by the dataset github repository we are

about to filter out only UK data based on geolocation provided by the dataset. Then

we also add sentiments label add on to the tweet itself by artificial recognition. A code

and final after processed data snap is blow:



Figure 4: Code Snap for filter database based on geolocation

Figure 5: TweetID with sentiment Label from UK on April 1, 2020



For figure 5, since Twitter provides the universal identifier for each tweet so we are

only keeping the identifier as premier key and for sentiment label we are using 0 for

negative, 1 for neutral and 2 for positive.

B. WeiBo Data

Since WeiBo does not provide a very comprehensive API to fulfill our need for data

and sentiment analysis, For Chinese Covid-19 data, we decided to crawl the related

posts and comment on Weibo.

Web Scraping

What is a web crawler? Web crawlers are also called web robots, which can

automatically collect and organize data information on the Internet instead of people.

In the era of big data, information collection is an important task. If information

collection is done solely by manpower, it will not only be inefficient and cumbersome,

but also increase the cost of collection. To put it simply, a crawler is a detection

machine. Its basic operation is to simulate human behavior to wander around various

websites, click buttons, check data, or recite the information it sees. Like a bug

crawling around tirelessly in a building.

At this point, we can use web crawlers to automatically collect data information, such

as crawling and collecting sites in search engines, collecting data in data analysis and

mining, and collecting financial data in financial analysis In addition, web crawlers can



also be applied to various fields such as public opinion monitoring and analysis, and

target customer data collection.

What is Weibo?

Everyone knows what blogging means. Blogs, also known as weblogs, are websites

that are usually managed by individuals and that post new articles from time to time.

Weibo is the abbreviation of micro blog. It is a user relationship information sharing.

Spread and obtain a platform, so that users can directly set up a personal community

through web, wap, etc., and then update their mood, knowledge, news and other

information on it, but the microblog information published cannot exceed 140

characters.

Of course, Weibo only provides a platform for users. If you apply for Weibo, you can

update some mood or some useful information on your own Weibo. In this way, other

people can post short messages to your information after browsing your information.

The biggest advantage of Weibo is that it releases information quickly. As long as you

post information, it will immediately update the information to your audience, so that

Your message is instantly transmitted to your audience.

Compared with regular personal blogs, Weibo is not a long-winded blog post. Instead,

post a few short sentences or a sentence on your Weibo. So his difficulty is much

easier than that of a personal blog. This is also the reason why more and more people

use Weibo. Secondly, the various APIs opened by Weibo enable a large number of

users to update their personal information in real time through mobile phones and the

Internet. As far as Weibo is concerned, as long as Sina Weibo and Tencent Weibo



occupy the mainstream market. For some friends who are engaged in network

marketing, they use Weibo to carry out social media marketing.

In general: Weibo records short language narratives, which can be a few words,

on-the-spot recordings, expressing emotions, and expressing emotions.

How to get the data

In order to analyze the Chinese words, we have to use the “jieba”.

What is jieba

Jieba is an open source library developed by Baidu engineer Sun Junyi. It is very

popular and frequently used on GitHub.

GitHub link: https://github.com/fxsjy/jieba

The most popular application of jieba is word segmentation, which is also called "Jieba

Chinese word segmentation" on the introduction page, but in addition to word

segmentation, jieba can also do keyword extraction, word frequency statistics, etc.

jieba supports four word segmentation modes:

- Accurate mode: try to cut the sentence most precisely, and only output the maximum

probability combination;

- Search engine mode: On the basis of the precise mode, segment the long words

again to improve the recall rate, which is suitable for word segmentation in search

engines;

- Full mode: scan all the words that can be formed into words in the sentence;



- paddle mode, using the PaddlePaddle deep learning framework to train sequence

annotation (bidirectional GRU) network model to achieve word segmentation.

Part-of-speech tagging is also supported.

After we built the web crawler we finally were able to get our metadata from Weibo.

Code snap for our web crawler is shown in figure 6.

Figure 6: Web crawler for Weibo



After we have the web crawler we are using it to collect data on Weibo, since we

crawler the data down in our own way, Weibo data does not have an universal

identifier like Twitter, so we give each of the content its own identifier. The data is

shown in Figure 7.

Figure 7: Weibo data from China on November 23, 2022



Note for figure 7, the content showing in the graph is just for visualization and in actual

training we only keep a record of Weibo_ID.Sentiments label added to Weibo are

done by artificial recognition.Sentiment label we are using 0 for negative, 1 for neutral

and 2 for positive.

3.2 Classification Model

A. Transformers

The Transformer in NLP is a novel architecture that aims to solve

sequence-to-sequence tasks while handling long-range dependencies with ease. The

Transformer was proposed in the paper, Attention Is All You Need. The Transformer is

the first transduction model relying entirely on self-attention to compute

representations of its input and output without using sequence-aligned RNNs or

convolution. “transduction” means the conversion of input sequences into output

sequences. The idea behind Transformer is to handle the dependencies between

input and output with attention and recurrence completely.



B. Bidirectional Encoder Representations from Transformers (BERT)

We used Bidirectional Encoder Representations from Transformers (BERT) models for

our task. BERT is an open source machine learning framework for natural language

processing (NLP). BERT is designed to help computers understand the meaning of

ambiguous language in text by using surrounding text to establish context.

Historically, language models could only read text input sequentially -- either

left-to-right or right-to-left -- but couldn't do both at the same time. BERT is different

because it is designed to read in both directions at once. This capability, enabled by

the introduction of Transformers, is known as bidirectionality. Although these models

are competent, the Transformer is considered a significant improvement because it

doesn't require sequences of data to be processed in any fixed order, whereas RNNs

and CNNs do. Because Transformers can process data in any order, they enable



training on larger amounts of data than ever was possible before their existence. This,

in turn, facilitated the creation of pre-trained models like BERT, which was trained on

massive amounts of language data prior to its release. BERT is a semi-supervised

learning algorithm, which fits exactly what our project dataset and task. Our project is

using Covid Twitter BERT which trained largely on Covid-19 data for Twitter and

Chinese-BERT which speciality trained using chinese for Weibo.



C. Pre-trained Model

Both of Covid Twitter BERT and Chinese BERT are pre-trained models which is a

saved network that was previously trained on a large dataset, typically on a

large-scale image-classification task. And can use the pretrained model as is or use

transfer learning to customize this model to a given task. In our case, use the Covid

Twitter BERT on Twitter data on sentiment analysis responding to UK announced

lockdown and use Chinese BERT on Weibo data on sentiment analysis responding to

China Ürümqi fire.

D. Fine-Turing

In deep learning, it is necessary to continuously train and update the parameters

(weights) of the model in the deep network to fit a model that can achieve the

expected results.

However, when training in a deep neural network, due to the large model size and

large amount of parameters, there will be the following problems:



1. The calculation is time-consuming and will take up a lot of computing

resources and time costs;

2. For more complex tasks, such as target recognition tasks, if there are more

target categories, if you want to improve the performance of the model, you need a

large amount of data sets. Also taking the target recognition task as an example, we

need a large amount of labeled image data to train the model;

However, there is still a problem. Still take the target recognition task as an

example. Suppose there is a trained model A whose task is to recognize (cat, dog,

person, chicken, duck, goose) these 6+1 (background) categories When our needs

change and we need to add another type of target "pig", if we use the method of

retraining a new model B, it will undoubtedly increase the cost and cause a waste of

resources - the model requirements of A and B are similar High degree, why can't we

use the mature model A?

The solution to the above problems is fine-tune. For example, for the above

example, a fine-tuning strategy that can be adopted is to retain the structure of the first

few layers of model A and their trained weights, and then change the softmax of the

last layer of the model to adjust its mapping to (cat, dog, human, chicken , duck,

goose, pig) plus background to form the eight categories, which greatly reduces the

training time and computational cost.

In fact, fine-tune can also be understood in this way: our goal is to minimize the

prediction loss, and find the optimal point (or a point close to the optimal point) in the



space expanded by each parameter. If you start from the beginning, it is of course

slower; But starting from other similar models that have been trained before is

equivalent to starting at a point near the optimal point, and the speed and effect of

natural convergence will be much better than training from zero.

There are different fine-tuning methods for different datasets:

The first type: the amount of data is small, but the similarity is high. In this case, we

only need to modify the last few layers or only the output category of the final softmax

layer.

The second type: the amount of data is small, and the data similarity is low. In this

case, we can freeze the initial layer of the pre-training model (assumed to be K

layers), and then train the remaining layers (assuming that there are N layers in total,

then the remaining layers are N - K layers). Because the new data has low similarity to

the original data, it is more meaningful and efficient to train higher layers on the new

dataset.

The third type: the amount of data is large, and the data similarity is low. In this case,

the most recommended way is to train your neural network from scratch.

The fourth type: large amounts of data and high similarity. This is the most ideal

situation. We only need to keep the architecture of the original model and the initial

weights of the model. The model is then retrained on the new data using the weights

from the saved pre-trained model.



Fortunately, our new dataset has a very high similarity to the original dataset. For

COVID-Twitter-BERT, our data also comes from the same platform, twitter, but the

data comes from different countries. The pre-training data for COVID-Twitter-BERT is

US Twitter data about Covid, while our live data is about the UK. For Chinese-Bert, its

pre-training data is a large number of Chinese paragraphs with good emotions. And

our current data comes from posts about Covid on Weibo, with emotions marked.

But the new data set we provide must not be as comprehensive and complete as the

original data set. In the Fine-tuning process, we want to use the powerful knowledge

provided by the large-scale pre-training model on the one hand, and on the other

hand, we want to solve the mismatch problem between "massive parameters" and

"few labeled samples". Can we use this method? to solve the problem? In forward,

keep the same as normal Fine-tune, use the parameters of the entire model to encode

input samples; when updating parameters in backward, there is no need to adjust a

large number of huge parameters, but only a part of them, that is, a Child in the

network Network.



Child-Turning:

Step1: Find and confirm the Child Network in the pre-training model, and generate the

corresponding Gradients 0-1 Mask of Weights;

Step2: After the backward propagation calculates the gradient, only the parameters in

the Child Network are updated, while other parameters remain unchanged.

The whole process is shown in the figure below:

Only update the parameters of Child Network through Gradients Mask

In the two "sub adjustment" steps mentioned above, step 2 is relatively simple to

update only the parameters in the "sub network". We can do this by gradient mask,

that is, after calculating the gradient of each parameter position, multiply it by the

gradient mask of 0-1 matrix. The location of the parameter in the subnet corresponds



to 1, and the location of the parameter that does not belong to is 0. These parameters

will be updated later.

The key is how to identify the children's network mentioned in step 1? In this project,

we used Child Tuning_ D. It is related to downstream tasks and can adaptively

perceive the characteristics of downstream tasks. Its strategy of selecting Child

Network can adaptively adjust for different downstream tasks, and select the most

important parameters related to downstream tasks to serve as the Child Network. It

introduces the Fisher Information Matrix (FIM) to estimate the importance of each

parameter to the downstream task, and, consistent with previous work, approximately

uses the diagonal matrix of FIM (that is, assumes that the parameters are independent

of each other) to calculate the importance score of each parameter relative to the

downstream task, and then selects the parameter with the highest score as our Child

Network.

Child-Tuning_ D Determine Child Network by calculating Fisher Information of parameters



the pseudo-code of CHILD-TUNING when applied to widely used Adam (Kingma and Ba, 2015)

optimizer

When we applied child tune to our new data, the accuracy of Covid Twitter Bert

increased from 84.4% to 88.9%, and that of Chinese bert increased from 83.7% to

88.3%.



4.RESULTS

4.1 Twitter Data

Since we have twitter dataset from github, and the only limitation for choosing data

from existing dataset is we want a total tweet number to match the range of Weibo

number so we can avoid data unbalanced problems. We have about 48k Weibo data

from 11/10/2022 to 12/8/2022. Thus we decided to randomly select 50k tweets from a

80k dataset from UK Twitter for the period of 03/09/2020 to 04/07/2020. The selected

method is by using random seed without placements. Below figure shows the timeline

of UK government local down.

UK data total have 5,0000 Twitter and by our model the detailed principal component

analysis are shown in the figure below.



For UK Twitter from 03/09/2020 to 04/07/2020, total negative tweets number are

22884, neutral tweets number are 19865, and positive tweets number are 7251.



Above figure shows sentiments on social media related to keyword covid-19 over one

month period center of event UK announced lockdown.

4.2 Weibo Data

Through crawling from Weibo, we got about 48k Weibo data from 11/10/2022 to

12/8/2022. Total negative tweets number are 24534, neutral tweets number are 11663,

and positive tweets number are 11484.



The detailed principal component analysis is shown in the figure below.



The following figure shows sentiments on social media related to keyword covid-19 over

a one month period center of event China Ürümqi fire.

4.3 Comparison

From UK data, we can clearly see that the posts of negative emotions occupy a

dominant position, while the positive emotions only occupy a small part of the total,

and the posts of neutral emotions only account for a little less than those of negative

emotions. From the data of China, we can clearly see that the posts of negative

emotions are dominant, while the posts of positive emotions and neutral emotions only

account for a small part of the total. Posts of positive emotions are slightly less than

those of neutral emotions.



Obviously, under the influence of Covid-19, people in both countries are more

negative. The proportion of negative emotions in the UK is 45.8%, while that in China

is 49.1%. However, the UK's neutral mood is significantly higher than China's. The

UK's Neutral mood is 39.7%, while China's is 27.7%. We speculate that this is

because the severity of the events in the countries with two disasters has a lot to do

with it. The lockdown of the UK only affects the convenience of people's lives,

interpersonal communication and the profitability of the company. And the Urumqi fire

in China caused the tragic death of real life. In this case, it is easier for UK people to

maintain a normal attitude, while it is very reasonable for Chinese people to be more

radical.

At the same time, we can find from China's data that negative sentiment showed a

downward trend in the days after the fire broke out, which increased tremendously.

We suspect this is an attempt by the government to salvage public sentiment. The

Chinese government does not want this to have an undue impact. What’s more, we

can find that China's positive sentiment has slightly improved after 12/2. After

research, it was found that this should be because the Chinese government

announced the policy of canceling the health code. But there was also a slight

increase in negative sentiment. This should be due to subtle concerns about opening

up to Covid-19 while being grateful that life will become more convenient. This has

also been confirmed in recent news from China. Because China opened up to

Covid-19, people's infection rate started to rise. More and more people are infected,

and more and more people die from the infection.



5.FUTURE WORK

A. More Emotion Category

Currently, we only use 3 categories of emotion which are negative, positive and

neutral. But we can do more than just 3 different emotions since some human

emotions can be shared at the same time. Also in this paper, we did not discuss levels

of emotion, we just classified it into 3 big categories. But levels of emotion are also a

great indicator. For example, “I am so tired of lockdown” and “If I am still going to

lockdown, I will start a fire” both will be classified as negative, however the second one

is way more wasted than the first. Which tells it might be something worth looking into.

B. Fusion-based Learning

Another way that can be done in the future is fusion-based learning which means use

different models on the text and process of integrating information from multiple

sources to produce specific, comprehensive, unified data about an entity. In this way, it

can be better suited for the task and hence improve accuracy of the current model.

C. Multimodal Learning

Last but not least, multimodal learning also is very popular and has been considered

as one of the further aims of machine learning and deep learning. For our project, we

only take the Tweet and Weibo itself as input which is all charters. But when people

post on social media a lot of time they will post a picture too. With multimodal learning

we can combine nature language processing  for the text part and computer vision for



the picture. Which will be better to help to get better sentiment analysis by eliminating

ambiguity and determining answers from multiple angles.
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