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Abstract 
We propose a novel fiducial-less 3-D object tracking 
method. Our method consists of three components: 1) 
bottom-up approach (BUA), 2) top-down approach (TDA), 
and 3) automatic database addition (ADA). An 
experimental result shows an accuracy and robustness of 
our method. 
 
1. Introduction 
 
Fiducial-less tracking methods are one of the most 
important issues in the field of Augmented Reality (AR) 
[1-4]. They determine geometric relations between a real 
object and users’ viewing position using images. AR 
systems use the geometric relations to register real and 
virtual objects with each other. These methods don’t need 
to set any sensing devices nor fiducial markers in the 
environment, so that they are appropriate for video see-
through AR systems and wearable AR systems [3-5].  
These methods require a correspondence between known 
points and local features in the image, so they often use 
local feature detection/matching techniques. In Ref. [1], 
Fischler and Bolles mentioned local feature detectors 
make often two types of errors: classification errors and 
measurement errors. These two types of errors occur in 
situations that lighting condition and/or viewing position 
changes drastically. In addition, classification errors 
occur when some local features are occluded. Therefore, 
the tracking method needs not only to use techniques for 
accurate local feature detection/matching, but to use 
techniques for parameter estimation with local feature 
matching result that includes some classification errors 
and measurement errors. These methods can be classified 
by how they estimate the parameters using such local 
feature matching results. 
 
2. Related Works 
 
We classify fiducial-less tracking methods into two types: 

 Methods based on the bottom-up approach (BUA), 
 Methods based on the top-down approach (TDA). 

BUA-based methods calculate 6 parameters that express 
the geometric relation using known 3-D position of 
reference points and detected 2-D position of them. 
Robust estimation techniques are useful to calculate 
appropriate parameters form the local feature matching 
results, which often includes the two types of errors. 
Tracking methods based on RANSAC [1][2] show good 
experimental results. However, they don’t deal with 
change of local feature appearance that causes drifts. 
On the other hand, TDA-based methods predict the six 
parameters of each frame using history of the parameters, 
motion-models, etc. Then, they search six parameters that 
have the smallest error around the predicted parameters. 
Random sampling makes calculation cost for the search 
reduce. We applied ConDensation framework [6] to 
acquiring the 6 parameters in Ref. [4]. We used a simple 
criterion to evaluate each sample, so that tracking easily 
failed when an object to be tracked moved quickly. 
 
3. Proposed Method 
 
Our proposed method is based on a hybrid framework of 
BUA-based method and TDA-based method. Figure 1 
shows a flow diagram of the proposed method. In the 
proposed method, a reference data set of an object being 
tracked is composed of three components: 1) an image 
which the object appears in, 2) image-coordinate values 
of reference points in the reference image, and 3) object-
coordinate values of the reference point. An appearance 
of local features changes with the geometric relation 
between the object and the viewpoint, so that one 
reference data set cannot be used for matching with large 
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Figure 1: Flow diagram
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area. Therefore, multiple reference data sets are required 
to track the object in large area. To simplify the 
preparation of data sets, we integrate Automatic Database 
Addition (ADA) step into our tracking method. The ADA 
step automatically adds a new data set when the proposed 
method is tracking the object.  
The proposed method mainly outputs the result of the 
BUA-based method, because the BUA-based method 
acquires accurate results with small calculation cost. We 
use an LMedS framework as a robust estimation in BUA. 
We also use the Finsterwalder’s method to solve the P3P 
problem because Ref. [8] shows its calculation error is 
smaller than other P3P methods. The Lucas-Kanade local 
feature tracking method [7] is used for local feature 
matching. To prevent drift of local features, local feature 
detector uses reference point data stored in advance rather 
than the tracking result of previous frame. 
When output of the local feature matching includes 
classification errors more than more 50% of the number 
of features, the BUA-based method estimates inaccurate 
parameters. In this case, our method starts TDA-based 
estimation [4]. This works mainly when large part of an 
object being tracked is occluded. This method also uses 
an inertial orientation sensor because sensor fusion 
techniques help fiducial-less tracking methods when input 
image blurs because of quick movement [9]. The sensor 
output is used to predict position of local feature in the 
BUA and to predict 3 rotation parameters in the TDA. 
We evaluated our method with a real data sequence. We 
prepared a single data set in advance. Figure 1 shows the 
error values as well as some synthesized images. The 
proposed method was able to continuously track the real 
object even though the user’s hand occluded the object 
being tracked. The processing time per each frame was, 
on average, 33 ms when only the BUA-based method was 
used, and about 100 ms when both the BUA-based and 
TDA-based method were used (Intel dual Xeon 1.7GHz). 
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Figure 2: error value and output stills of the experiment.




