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INTRO TO PROOF COMPLEXITY

A proof is an efficiently verifiable certificate of something



Example1 Euclidean geometry (300 BC "Elements")

Euclid'sPostulates

1
.
A straight line segment connects any 2 points

2. A straught live segment can be extended indefinitely in a straight line

3. Given any straight
line segment ,

a circle can be drawn having the

segment as radius and one endpt as center
-

4 .

All right angles
are congruent

5. If sum of 2 + B <180 then the 2 lines (blue o yellow)

eventually meet con same side as G1 angles
2

B



Example 2 Peano Arithmetic

PA = system of First Order Logic ,

with function symbols,
predicate symbols -

,
=,

Plus Logical relationsa quantifiers : V
,
1

,
7

,

%
,
5

Logical Axians /Rules + Arithmetic Axions + Induction



Our focus will bePropositional , Algebraic Proofs

S

No quantifiers !

Domain of variables : usually finite (Boolean Finite group)



I graph Non colorability & Hajos Calculus

How to prove a graph isNot 4-colorable ?

Hajos Calculus .

·An es:
2. Contract Nonadjacent·vertices
3

.

"Cut" 9↳8aI



# Knot Theory & Reidemeister Moves

How to prove topological equivalence of 2 objects ?

Reidemeister Moves :



# Knot Theory & Reidemeister Moves

Example: The culprit Knot is an "unknot"



·

# Unsatisfiability & Propositional Proofs

How to prove unsatisfiability of a

CNF formula f = 4 v 1 .. 1 cm ?



·

# Unsatisfiability & Propositional Proofs

How to prove unsatisfiability of a

CNF formula f = 4 v 1 .. 1 cm ?

RESOLUTION REFUTATION :

- = lavb) (brc) (avb) larbv) (bvs)

avc Cra ave av

I
C E

&



# . solvability of polynomials & Hilbert's Nullstellensatz

How to prove a system of polynomial equations is unsolvable ?
P = &P.

(X
...Xn) = 0

, ..., Pm(X, -- Yn) = 03

Hilbert's Nullstellensatz A Nsatz (NS) proof of unsolvability of P
Cover algebraically closed field) is a set of poly's Q : 3911 .... [m3
such that P(* ) 9,

(5) = 7



# Hilbert's Nullstellensatz

How to prove unsatisfiability of a CNF formula f = 411 --
1 <m ?

Nullstellensatz Refutation :

CNE f = (x
,
vX

--x)) (x
,-xj)(Y)( *)

convert each clause

& to an equivalentO(f) =

3)
= 0You polynomial equation

NS Refutations 1. 4 ,
+ (1X

.) Pr + (tX) Ps + 1 · Py = 1

9 an E3 Ey



RTHOF PROPOSITIONAL PROOF COMPLEXITY

· godel letter to von Neumann 1956

· Tseltin
,

"On complexity of proof in prepositional calculus" 1968
· cook

,
"The complexity of Theorem proving procedures" 1971

· Look-Reckhow "The Relative efficiency of prop. pf Systems" 1979

· Haken "Intractability of Resolution" 1986

· Urquhant "Hard examples for Resolution" 1987

· Chratel
,
Szemered: "Many hard examples ..

"

1988

· Ajtai "The complexity of the PHP" 1988



#ESURPRISING RISE & APPLICATIONS OF PROOF COMPLEXITY
-

&

cryptography BOUNDED
TFNP

ARITHMETIC

LOCALLY DECODABLE
LODES CIRCUIT

PROOF COMPLEXITY
COMPLEXITY

LEARNING SAT SOLVING
THEORY & BEYOND

IN APPROXIMABILITY



PROPOSITIONAL PROOFS - DEFINITION

&

Define TAUT &90
, 13

*

as

TAUT := (encodings of all propositional tautologies ?

under some "reasonable" encoding scheme.

Leth A propositional proof system is a polynomial-time
algorithm V with 2 inputs : X

, P290 , 13
*
such that :

XX30
, 13

*

XeTAUT 5pz91
* V(x

,
p) accepts
G

* direction is soundness p is a "proof"
that X TAUT

=> direction is completeness



PROPOSITIONAL PROOFS - DEFINITION

&

Define TAUT &90
, 13

*

as

TAUT := (encodings of all propositional tautologies ?

Leth A propositional proof system is a polynomial-time
algorithm V with 2 inputs : X

, P290 , 13
*

such that :

XX30
, 13

*

XeTAUT 5pz91
* V(x

,
p) accepts

Notes
1

.
We often assume TAUT is all PNF tautologies

2
. We could also define a proof system as a refutation system

for UNSAT KNE) formulas ; it is easy to go from
one to the other



MAIN QUESTION IN PROPOSITIONAL PROOF COMPLEXITY

Q : Is there a propositional proof system V such that

every propositional tautology has a short proof in V ?

Pen A propositional proof system (pps) V is polynomially
bounded if : VxeTAUT -p , (p) = poly(iX1) and V(X

,
P) accepts

Look and Reckhow proved :

resea

There exists a polynomial-bounded proof system
if and only if NP = coNP



MAIN QUESTIONS IN PROOF COMPLEXITY

given a particular proof system P :

· characterize which formulas have polysize refutations
prove unconditional superpolynomial lower bounds

even conditical lower bounds open

· automatizability : how hard is it to find prefutations

· Relate P to a Natural class of algorithms A(p)
use Lower bounds to prove limitations on exact + approximate
A(P) algorithms for Natural problems

· compare proof strength of P to other proof systems



HERARCHY OF C-FREgE SYSTEMS

extended Frege
(P/poly-Frege) P(poly

· & f

(NC) Frege NC

COMPLEXITY OF
C INCREASES

↓
↳ No nontrivial

_-Frege Aca
LOWER BOUNDS

-

Res (k) 1) DNFs

↓

Resolution Clauses (1-DNFs)



BOOLEAN (FREE) PROOF SYSTEMS

Lines represent Boolean functions in some circuit class

Circuit class
Examples:roof system

Resolution clauses (depth-1 sco

ACo-Frege Aco

NC'
Frege
Extended Frege p/poly
Cutting Planer Threshold formulas



Comparing ProofSystems

Proof System A p-simulates B if for all DNF tautologies &

(CNE UNsAT formulas)
,

for every y
such that Bly) = f

,

-> y ,
lyl = polylyl such that A(y) =f

* and i are p-equivalent iff A p-simulates B and

B p-simulates A



POTENTIALLY HARD CNE FORMULAS ?

1 Pigeonhole Principle

PHPH (PP--Pin)/(Fisis)
ia

② Tsetin mod p principle u = 9 holes

n+ 1 = 10 pigeons

② Random Formulas

③ Existence of pseudo-random generators /
Circuit Lower Bounds



RESOLUTION

Refutation Proof system for UNSAT CNE formulas

One rule : Resolution Rule : (Avx)
,
(BUX) -> (Avi)

A Resolution refutation of f = <
,
1--vCm is a sequence of clauses

lor a day where every vartex of day is labelled with a clause)
each clause derived from 2 previous clauses by resolution rule.
Last clause = ↑ (the empty clause)



RESOLUTION

Refutation Proof system for UNSAT CNE formulas

One rule : Resolution Rule : (Avx)
,
(BUX) -> (Avi)

A Resolution refutation of f = <
,
1--vCm is a sequence of clauses

lor a day where every vartex of day is labelled with a clause)
each clause derived from 2 previous clauses by resolution rule.
Last clause = ↑ (the empty clause)

Example f = X
,
v(* rxz)v(X2 -xy)1T



RESOLUTION

Refutation Proof system for UNSAT CNE formulas

One rule : Resolution Rule : (Avx)
,
(BUX) -> (Avi)

A Resolution refutation of f = <
,
1--vCm is a sequence of clauses

lor a day where every vartex of day is labelled with a clause)
each clause derived from 2 previous clauses by resolution rule.
Last clause = ↑ (the empty clause)

Example f = X
,
(* rxz)(x2rx)) To

-x/
Y

&



RESOLUTION

Example f = X
,
(* rxz)(x2rx)) To
/ I

T :
/ deptht

Y ↓
&

size(f) : total number of clauses in refutation

width (f) = max ((c))
clauses (ETT - number of Literals in C

It is tree-like iff every derived
clause is used once

lift day of It is a tree
, assuming clauses of f can be

repeated



#resolution soundness

soundness : If there is a Res refutation of f =v ....
m

then f is unsatisfiable

Proof : ① show the resolution rule is sound :

Avx)n(Bvx) satisfiable = (Avx)v(Brx)n(Avi) is satisfiable

② . Let it be a Res retutation of f.

· Assume for contradiction that f is satisfiable

· Then byD , Xj = size (it)
S

the conjunction of
the ist; clauses in T are satisfiable .

· Since last line ofT = & This is a contradiction



ProofSystems & Find-Falsified Clause Search Problem

D Let + = 4 1 . . nam be unsAT KCNF over X
,..., Xn

Search : 10
, 13" -> (m) takes a truth assignment ↓as input

Search
, (d)

should output some it [m] such that ? () = 0

*Since - UNSAT
,

search
,
is a topl search problem

For many
weak proof systems, we can associate a "query"

model such that proofs in the proof system correspond
to algorithms for solving search

,
in the query model.

we will use

>.

3 The Resolution - Decision trees othis to give
a simple proof

of

completeness for
Resolution

E Dag-Like Resolution E PLS

(special type of Branching Program)



#resolutioncompleteness

Completeness If f = 41 -
-- 1 m is unsatisfiable then there is

a (tree-like) resolution refutation of f.

Pof

I make a decision free that solves search
+

#
.

show that any decision tree for unsat f can be

converted to a Res refutation of f.

Lactually they are equivalent (



Resolution soundness ' completeness

Completeness If f = 4 1 -
-

-1
m

is unsatisfiable then there is

a (tree-like) resolution refutation of f.

Example : f = (x
,
) (*vX) ( *2 r4s) (*)

(x)0 0 NX) (4)0 0 [VXz)

· ·
X?0 (xv *3) % · 0 (xv *3)· = %0 * ·

o o X30
·

*
z !

·
*

z ! &

decision tree label leaves with
label intermediate verticesforf

a falsified clause with a clause



Resolution soundness ' completeness

Completeness If f = 4 1 -
-

-1
m

is unsatisfiable then there is

a (tree-like) resolution refutation of f.

Emma (Slightly Harder direction of Tree-Res = Dectree complexity& Search)
A dec tree for Search

,
is paned if vertices v in the tree,

if the pathpr from root to~ falsifies a clause off,
then v is a leaf.

Let T be a pruned decision free for search, · Then I can

be converted into a (tree-like) RES refutation off To
of size = size (T)

& S



Resolution soundness ' completeness

ofof Lemma 8
# use- T ·

o 300
&

Prove the relabelled vertices of T form a RES refutation of f.

Attempt to show the clauses (labelling vertices) can be derived from

parent clauses by theRes rule. (1)
Case 1 The variable x queried in T occurs in both parents.
-

Then we canapply Res rule
, resolving on X

(Xs)(XyvXy)

case2 : The variable X quered occurs in one parent , say
the right parent

, R ·
(Note x must occur in at least me parent since T is a pruned free.

Then we can remove entire derivation above c.



Ex
.2over-Delayer Definition of Dag-Like (general) Res

Prover : claims & uisat ; Delayer : claims + is sat

prover & delayer share a state $10 , 1934 Initially p=*

Repeat :

1
.

Prover chooses a variable X
:
that is currently unset

2. Delayer responds with a value beco
,

1). Update current p =

puX= b

3. Prover picks subsets of fixed-vars of p and updates P by
setting all vars xeS to * (prover "forgets" their values

About whenever they reach a state p St
. P falsities some clause of f.

size (of prover strategy) =A distinct states& required by prover across
&

all delayer choices
woth = max (Hexedvars &9)&

states p

depth - max E rounds of strategy across all delayer choices
-



2 Prover - Delayer Definition of Resolution

Prover : claims & uisat ; Delayer : claims + is sat

prover & delayer share a state $10 , 1934 Initially p=*

Repeat :

1
.

Prover chooses a variable X
:
that is currently unset

2. Delayer responds with a value beco
,

1). Update current p =

puX= b

3. Prover picks subsets of fixed-vars of p and updates P by
setting all vars xeS to * (prover "forgets" their values

About whenever they reach a state p St
. P falsities some clause of f.

Theorem For any CNF F
,

F has a size s
, depth d,

with w Res

refutation iff F has a size s
, depth d,

with o Prover-Delayer
DA9 .

(We'll see Lath Res pfs can also be characterized by BlackBox PLS]



EXX2 Prover-Delayer Example
f = x

,
+x2 r(yvx2 xz)n(xvxy)m(v(y)

**** XyI
** *O & · X

** X

/p 001
* * O

⑨

*
*

·***

① ⑳

O*** 110



EX2 Prover-Delayer Example
f = x

,
+x2 r(yvx2 xz)n(xvxy)m(v(y)

****
⑧ Xy

b
Xy

o · 8I I
*** 0 * X *** 1 *XX0 #4

% 00 o
⑨

**

10 y ⑬
·VY4

·*** *vX3 · X
,

⑧
Xz

* ·/
O***

⑳

110 X
⑳

Xv"X3

Prover-Delayer game Res Refutation



ProverDelayer DAgs are Branching Programs for search
f = (X ,

2 x2) ~ (x
, vxy) + (

, -Xz)1(xVXs]

Glam Prover-Delayer DAgs are Branching Programs for search-
buy importantly Not all Branching Programs solving search, are

Prover-Delayer DAGS

Example: For
any uNsAtf ,

there is a small-size Branching Program
solving

,

search:
·

X/

Query all vars in

Clause 1
.
If all false DONE

Else erase memory and !
Query all wars in clause 2.

)i /%
.



Resolution Lower Bounds

methods

① Width LBs - Size LBs via restruction argument
or general size-width tradeoff

Width LBS : via expansion of clause-variable graph of F

② Feasible Interpolation



Res Lis for PHP

I -

PAPU : Variables : Pij LeCnD
,
jen

2

clauses :

() Vicent : (p
,
VP:V

-

-- Pink 3 unsatigo

one-to-one (2) Vint, (i
functional (3)V:j
onto (4) Vjecn] : (PrPy .. P

,
j)

standard version : clauses of type (1) + (2)

Functional : (1)
,
(2)

,
13)

Functional ·Onto : ()
,

(2)
,
3) ,(4)



-DesLower Bounds for PHP : Wamp Tree - Resolution

r(n)
show any decision tree for search

pyp
requires size 2

Q : Is this light for tree-like Resolution ?

Naive
·
Pigeo 3

Exercise:

IBo
Show Res DAg (PracDele)
can solve search

im sin gan)

W

ht 0(n) son"-znign
vanact O(n)



Res Lower Bounds for PHP : Wamp Tree - Resolution

show any decision tree for search
pap requires zichhigo) size

- actually zoint which is fight for tree like

A truth assignment to SP
,j] is a critical truth ass (etc) if it &

&

maps n pigeons bijectively to in holes
,

a remaining pigeon is unmapped
O

&

&

8

8

&

&

-LowerBoundWewilpo byduimonmanyden
e

N

has size exp(i(n)) :

:/Po (ix some jti
By induction, 2

⑧

subproblems with

re pigeons,
no1 holes-

->

11



-DesLower Bounds for PHP : Wamp Tree - Resolution

r(n)
show any decision tree for search

pyp
requires size 2

Q : Is this light for tree-like Resolution ?

Naive
·
Pigeo 3

Exercise:

IBo
Show Res DAg (PracDele)
can solve search

im sin gan)

W

ht 0(n) son"-znign
vanact O(n)



Res Lower Bounds for PHP : Wamp Tree-Resolon

show any decision tree for search
pap requires zichhigo) size

- actually zoint which is fight for tree like

A truth assignment to SP
,j] is a critical truth ass (etc) if it &

&

maps n pigeons bijectively to in holes
,

a remaining pigeon is unmapped
O

&

&

8

8

&

&

by induction on m: any decision
-LowerBoundBovethat is correct on all critical trutsis

N

has size exp(i(n)) :

:/Po (ix some jti
By induction, 2

⑧

subpronremswim--/) )re pigeons,
no1 holes-


