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Abstract
Empathy is the ability to understand another’s feelings as if we
were having those feelings ourselves. It has been shown to in-
crease to people’s trust and likability. Much research has been
done on creating empathetic responses in text in conversational
systems, yet little work has been done to identify the acoustic-
prosodic speech features that can create an empathetic-sounding
voice. Our contributions include 1) collection of a new empathy
speech dataset, 2) identifying interpretable acoustic-prosodic
features that contribute to empathy expression and 3) bench-
marking the empathy detection task.
Index Terms: empathy, computational paralinguistics, speech
processing

1. Introduction
Much research has been done in the past 15 years on creating
empathetic responses in text, facial expressions and gestures in
conversational systems. However, little has been done to iden-
tify the speech features that can create an empathetic sounding
voice. Empathy is the ability to understand another’s feelings
as if we were having those ourselves [1]. It can take several
forms: cognitive empathy or “perspective-taking”, being able
to put yourself in another’s place – a particularly useful skill
for managers; emotional empathy, actually feeling another per-
son’s emotion, also called “emotional contagion”, which can
be overwhelming; and compassionate empathy – understand-
ing another’s pain as if we are having it ourselves and taking
action to mitigate problems producing it [2, 3]. This third cate-
gory has been found especially useful in dialogue systems and
robots, since empathetic behavior can encourage users to like a
speaker more, to believe the speaker is more intelligent, to ac-
tually take the speaker’s advice, and to want to speak with the
speaker longer and more often. Compassionate empathy can
also be used to improve success in health-care advice-giving, as
well as in negotiations and conflict resolution. Even when hu-
mans know that they are dealing with a computer system, if that
system behaves empathetically, users will still like and trust it
more [4].

Producing empathetic responses requires first identifying a
user’s emotions to understand the need for such responses as
well as the type of emotion the user is expressing and the rea-
son for that emotion. Much research has been done to recog-
nize the user’s emotion and its cause from the user’s words and
sometimes from their speech. Much has also been done to cre-
ate the appropriate emotional content of the system response —
in some research projects also to provide appropriate facial ex-
pressions and gestures. But very little work has been done to
discover what vocal cues can be used to create an empathetic-
sounding voice. For empathy is more than simple agent emo-

tional responses: to encourage users to connect with a conver-
sational agent, that agent must present itself as empathetic even
before the user expresses a need.

Our goal is to identify the acoustic-prosodic as well as lex-
ical aspects of speech that convey empathy — beyond merely
producing appropriate emotion to address a user’s particular is-
sue or entraining to the user. We collect a new dataset of em-
pathetic videos. We compare empathetic speech segments with
neutral ones for changes in pitch, intensity, voice quality and
speaking rate. We report empathetic lexical categories, speci-
ficity and readability levels. We also study how the speech fea-
tures interact with the lexical content through ML modeling.

2. Related work
Previous work focused on developing multimodal avatars to
produce feelings of engagement with the user, using different
forms of listening behavior: backchannels, turn-ending iden-
tification, gestures, eyebrow raising, and other facial expres-
sions. These include [5]’s Rea, a conversational agent; [6] and
[7]’s Virtual Laboratory Exercise Agents, created to improve
daily exercise interactions; [8] and [9]’s Rapport Agents with
human-like listening behavior including backchannels, turn-
ending identification, smiles and nods; [10]‘s Greta, used to
evaluate different methods of combining emotional facial ex-
pressions to produce empathy; [11]’s Jade Semantics Agents
which added more empathetic emotions beyond happy and sad
in email messages to the mix; [12]’s development of more
rapport-building strategies using non-verbal behavior.

While text-based empathetic chatbots have been created to
detect and address users’ negative emotions [13] and generate
empathetic responses [14], little work has been done focusing
on the speech aspect of empathy. Multimodal approaches incor-
porating text, audio, and speaker information have proven ef-
fective in predicting session-level empathy ratings [15, 16]. For
turn-level empathy, [17] discovered that both pitch and intensity
(loudness) were lower for both male and female speakers in em-
pathetic speech than in neutral speech on their collected corpus
of empathy and emotion labels on Italian call center conversa-
tions. More recent studies have investigated empathy in Can-
tonese [18], and Japanese [19], yet no publicly available speech
dataset in English has been released.

In this work, we aim to identify empathetic speech using
both acoustic-prosodic and lexical features of English YouTube
video data. We have collected a large number of these and
annotated segments in them as empathetic, neutral, or anti-
empathetic in what is said and how it is said, as well as many
other features of the videos to identify which are most watched
and liked as well as different stages of empathetic speech.
In contrast to previous empathy studies where training data



were confidential, our dataset is sourced from publicly available
video platform and will be made accessible for future research.

3. Dataset
3.1. Data Collection

We have collected an empathetic dataset consisting of 346 En-
glish videos and about 53 hours in total.1 The key dataset
statistics are summarized in Table 1. These were manually col-
lected from Youtube through keyword searches, such as “em-
pathy” and “empathetic training” from 2020 to 2022. They
include empathy training videos, acted therapy sessions, TV
shows, movies, interviews and TED Talks. The videos comprise
38% spontaneous and 62% acted speech. We identify metadata
from video platform APIs, including video and channel infor-
mation and viewer likes and comments. We also annotate addi-
tional information such as video category, speaker number and
gender, language, intended audience, and emotions expressed.
Each video is rated by at least three expert annotators as “em-
pathetic”, “neutral” or ”anti-empathetic” and taken the majority
vote.

Language English
Count 346
Length 3s to 1.5h

Category
79.2% Empathetic
17.0% Anti-empathetic
2.2% Neutral

Speakers
38.0% Female
34.4% Male
27.6% Both

Topics Social Work, Relationship, Therapy, Inter-
view, Parenting, Workplace

Emotions Anger, Stress, Confusion, Frustration, Happy
Table 1: Empathetic Dataset Summary

3.2. Data Annotations

To gain better understanding of the empathetic speech, we select
a subset of 65 videos for diarization and annotation for further
analysis. Using the audio we obtain from the Youtube API,
we first transcribe and diarize using pyannote2 diarization
model. However, as the quality of the transcripts and alignments
require further manual correction, we re-align the transcripts us-
ing the Praat3 interface shown in Figure 1. These videos were
annotated between 2023 and 2024 by 10 annotators and verified
by least one different annotator.

The manual re-alignment and annotation resulted in 1718
segments with time stamps, transcripts, speakers, empathetic la-
bels (“empathetic” or“neutral”) and empathetic stages. We de-
fine a segment as a natural sentence uttered by a speaker, poten-
tially shorter than a speaker turn. Each segment was sampled at
16k Hz, and we excluded any with music or noisy backgrounds
to ensure audio quality.

We also annotate four stages of empathetic behavior, a sim-
plification of empathy practices in therapy such as therapeu-
tic empathy system of empathetic attunement, attitude/stance,
communication, and technical/conceptual knowledge [20, 21]

1Code and data will be released at: https://github.com/
run-chen-nlp/empathy

2https://github.com/pyannote/pyannote-audio
3https://www.fon.hum.uva.nl/praat/

Figure 1: Manual Re-alignment And Annotation with Praat

The four stages are defined below with examples shown in Ta-
ble 2.

Stage 1: Make the other person feel comfortable. This stage
intends to establish connections between speakers and
a sense of resonance.

Stage 2: Asking questions. This stage is intended to gain in-
formation about the other’s personal situation, corre-
sponding to the part of “feeling someone’s pain.”

Stage 3: Reframing and acknowledging the other person’s ex-
perience or situation. This stage often entails repeat-
ing or paraphrasing what the other has said. This stage
intends to make the other feel heard (like stage 1 but
more specific to personal situation).

Stage 4: Proposing solutions. This stage provides new infor-
mation to the other: some problem solution or new
insights which can help the other.

Stage Examples

1 ”Hey, we all do.”

2 ”When does Katherine come out in play?”

3 ”Katherine who has a lot of hurt and unevolved feel-
ings, I’m taking your words.”

4 ”There’s a kahuna principle, it’s all about where we
get right energy to and our attention to ...so Katie is
bigger than life but Katherine gets a little bit of time,
so she can be just as evolved and happy and content.”

Table 2: Examples of four stages of empathy at the segment-
level annotations from an interview between a therapist and
Katy Perry.

Segment-level annotation yields 771 empathetic and 947 neu-
tral segments. The average length of a segment is 3.01 seconds
(empathetic 3.74 sec and neutral 2.43 sec). We use these man-
ually annotated segments for developing empathy classification
models.

4. Empathy Analysis
To investigate the role of text and speech in conveying empathy,
we employ significance tests on interpretable lexical and speech
features. Specifically, we conduct unpaired t-tests on these fea-
tures extracted from 771 empathetic segments and 947 neutral



segments to identify the features that exhibit significant differ-
ences in the empathy segments.

4.1. Speech Analysis

We extract a set of 12 acoustic-prosodic features representing
the pitch, energy, voice quality and speaking rate of speak-
ers: pitch mean, minimum, maximum, and standard deviation,
intensity mean, minimum, maximum, and standard deviation,
jitter, shimmer, harmonics-to-noise ratio (HNR), and speaking
rate. These features are extracted with praat [22] and parsel-
mouth [23] tools on default parameter settings. The speaking
rate is measured in words per second from human-annotated
transcripts. Additionally, we obtain 384 low-level features iden-
tified using the Interspeech 2009 (IS09) ComParE Challenge
OpenSMILE baseline feature set, a standard benchmark feature
set for many computational paralinguistic tasks [24, 25]. The
OpenSMILE feature size is comparable to RoBERTa textual
embeddings dimensions, preventing the model from ignoring
speech information in the training.

We run independent t-tests for speech features extracted
from the empathetic segments against those from the neutral
segments. We apply Bonferroni correction to the p-values to
control for errors in multiple testings. In Table 3, most acoustic-
prosodic features are significantly different.

The empathetic speech is significantly lower in pitch mini-
mum, mean and standard deviation, consistent with our expec-
tation of a typical lower, flatter “therapist tone”. The empa-
thetic speech also has significantly lower minimum, mean and
maximum intensities but higher standard deviations in inten-
sities. This corresponds to a quieter, softer but more varied
speech. Higher jitter and shimmer are usually associated with
the breathiness of a calming voice. A lower speaking rate can
also help to convey the empathetic message that one hears and
understands the other. These results all align with our expecta-
tion that a comforting and soothing empathetic speaker typically
features a lower, softer and slower voice.

We train a random forest (RF) classifier4 using the 12
acoustic-prosodic features, to distinguish between empathetic
and neutral speech segments. The empathetic segments are
downsampled create a balanced set. With an 80/20 train/test
split, the RF model achieves 0.540 accuracy and 0.587 F1 score.
After model fitting, the Gini importance for the classifier identi-
fies pitch mean and intensity standard deviation as the most cru-
cial features (both about 0.11), although overall the normalized
importance scores distribute approximately uniformly. These
findings are consistent with our earlier t-test results, which high-
lighted pitch and intensity as the most significant indicator of
empathy.

4.2. Lexical Analysis

We further investigate lexical features associated with empathy,
including significant LIWC dictionary categories [26], lexical
diversity [27], concreteness scores [28], hedging frequencies
[29, 30] and readability scores [31, 32]. Although we are able
to identify a few lexical features that are characteristic of our
empathetic dataset, the textual content itself alone may not be
sufficient for us to understand or convey empathy, in contrast to
the speech analysis in the previous section 4.1.

The LIWC dictionary categories [26] range from linguis-
tic dimensions, psychological processes, personal concerns to

4https://scikit-learn.org/stable/modules/generated/sklearn.ensemble
.RandomForestClassifier.html

Feature t statistics p-values
min pitch -7.476999 1.4562e-12**
max pitch -2.222450 0.3166
mean pitch -11.613545 5.6166e-29**

sd pitch -3.071652 2.5952e-02**
min intensity -4.868858 1.4707e-05**
max intensity -5.087848 4.8222e-06**
mean intensity -10.464473 8.3186e-24**

sd intensity 5.767524 1.1427e-07**
jitter 4.426121 1.2248e-04**

shimmer 3.379457 8.9135e-03**
hnr 0.486188 1.0

speaking rate -3.583394 4.1835e-03**
Table 3: T-test statistics on acoustic-prosodic features for em-
pathetic and neutral speech. ** for p < 0.05 after Bonferroni
correction.

spoken categories. In our analysis, we pinpoint specific LIWC
lexical categories that exhibit notable frequency changes in em-
pathetic speech, including assent, informal, anx, feel,
tentat, negemo, cause. This suggests that when express-
ing empathy, individuals tend to express agreement, speak in-
formally, emphasize the perceptual process of feeling, utilize
vocabulary associated with tentative and causation cognitive
processes, and discuss negative emotions like anxiety more fre-
quently. These linguistic choices align with the empathetic goal
of understanding and connecting with the other person’s feel-
ings.

The empathetic text has slightly lower lexical diversity. The
averaged type to text ratio for empathetic and neutral segments
are 0.141 and 0.170, respectively. [27]’s Measure of Textual
Lexical Diversity (MTLD) for empathetic and neutral segments
are 43.04 and 49.37, respectively. This could be attributed to
the fact that empathy is typically manifested through the pro-
cess of generalization and abstraction from the specific circum-
stances that give rise to the emotions of the other speaker, a phe-
nomenon often observed in Stage 3 of empathetic responses.

The hedge phrase frequencies are very similar between em-
pathetic and neutral speech, though empathetic segments have
slightly lower frequencies. Relational hedges [29], which dis-
tance the speaker’s relation to the propositional content, occur
with a frequency of 0.00686 in empathetic speech and 0.00701
in neutral speech. The most common relational hedges for
empathy include words in the LIWC cognitive processes cate-
gory, such as “know”, “feel” and “think”. Propositional hedges,
which introduce uncertainty into the propositional content it-
self, appear at a rate of 0.00456 in empathetic speech and
0.00509 in neutral speech. The most common propositional
hedges for empathy are “like ”, “about”, “really” and “kind of”.
We speculate that empathetic speakers may employ clearer and
less ambiguous language when presenting their advice to their
interlocutors, a strategy we observe in Stage 4.

Similarly, the concreteness scores [28] are comparable for
empathetic and neutral speech. The empathetic segments aver-
aged unigram score is 1.81 (std 0.68) and bigram score 3.18 (std
0.79), whereas the neutral segments averaged unigram score is
1.87 (std 0.72) and bigram score 3.11 (std 0.96). However, as
the difference is minimal, such similarity in concreteness, as
well as the frequency of hedge words between empathetic and
neutral speech highlights the crucial role of acoustic-prosodic
cues in conveying empathy.



Lower readability scores indicate the complexity of empa-
thetic speech. The Flesch Reading Ease scores [31] for empa-
thetic and neutral transcripts are 29.97 and 63.06, respectively,
indicating that empathetic speech is significantly more chal-
lenging to read and comprehend. The Dale-Chall Readability
score [32] for empathetic and segments are 8.35, which corre-
sponds to a text level understandable by 11th or 12th-grade stu-
dents. In contrast, neutral segments have a higher score of 6.98,
matching a 7th or 8th-grade student level. This suggests that
empathy utterances are more difficult to understand, as empa-
thetic speakers often demonstrate their understanding by deep-
ening or adding complexity to their interlocutors’ experience, a
strategy we observe in Stage 3.

5. Empathy Classification and Results
To assess the impact of speech cues, we conduct an abla-
tion study by comparing model performance with and with-
out textual and speech information. We fine-tune a pretrained
roberta-base model on our dataset [33]. Addressing the
class imbalance between empathetic and neutral, we downsam-
ple empathetic data, resulting in a balanced dataset of equal
number of empathetic and neutral segments. We then divide
the data into training and validation sets with a 80/20 split ratio
with StratifiedGroupKFold (n_splits=5) 5.

Baseline “RoBERTa”: The baseline textual model is a
pre-trained roberta-base RobertaForSequenceClassifica-
tion model, with tokenized transcripts as input, finetuned for bi-
nary classification with lr= 2e-5, batch size=16, for 20 epochs.

“RoBERTa+openSMILE”: The multimodal model com-
bines signals from both text and speech (Figure 2). Each seg-
ment transcript is encoded with a pretrained roberta-base
encoder and passed through a pretrained roberta-base
model with frozen parameters. The 384 dimensional IS09
openSMILE feature vector representing the speech signal goes
through 6 fully connected layers, each followed by a ReLU
activation and 0.1 dropout. Then outputs from both text and
speech are concatenated and fed into 8 fully connected layers,
each followed by a ReLU activation and 0.1 dropout, except the
last output layer. The model is trained with AdamW optimizer
(lr=2e-5, eps = 1e-8), batch size = 8, epochs = 10.

All models are trained on Tesla T4 GPU.

Model Val. Acc F1 score
RoBERTa 0.528 0.603

RoBERTa + openSMILE 0.781 0.840
RandomForest 0.540 0.587

Table 4: Model performance on the empathetic/neutral binary
classification task. Accuracy and F1 score on the held-out vali-
dation set.

The classification results are summarized in Table 4. The
RoBERTa text-only model achieves 0.528 accuracy and 0.603
F1 score, with empathy class accuracy of 0.545 and neutral class
accuracy of 0.496. The RoBERTa + openSMILE model perfor-
mance peaked at epoch 3 with accuracy 0.781 and 0.840 F1
score, among with the empathy class accuracy 0.881 and neu-
tral 0.591. The RandomForest results are copied from Section
4.1 for comparison.

We observe a huge performance improvement in a model
utlizing both text and speech. This experiment demonstrates

5https://scikit-learn.org/stable/modules/generated/
sklearn.model selection.StratifiedGroupKFold.html

Figure 2: RoBERTa+openSMILE multimodal model architec-
ture. Each fully connected layer is followed by a ReLU activa-
tion and 0.1 dropout, except the last fully connected layer 8.

that speech features play a valuable role in enhancing the
model’s ability to predict empathy. It underscores that text alone
may not be sufficient to convey empathy, emphasizing the need
of integrating acoustic-prosodic information into conversational
agents, as misalignment between text and speech expression of-
ten leads to ineffective or even sarcastic responses.

6. Conclusions
We have collected a new empathy corpus of English empathetic
videos. Our analysis on this dataset reveals distinctive charac-
teristics of empathetic voices and texts. Empathetic voices tend
to be lower, softer and slower, compared to neutral speech; and
empathetic texts are emotion-based, less diverse and slightly
more complex. These results are useful in guiding the devel-
opment of empathetic conversational agents. We benchmark the
empathy classification task with the RoBERTa model. The clas-
sification results underlines the importance of speech in convey-
ing empathy beyond the text. As we are releasing the dataset to
the public, the research community can use our collected data
to train their own models for tasks such as empathy detection
and empathetic text-to-speech synthesis.

In the future, we plan to identify acoustic-prosodic and lex-
ical features associated with different stages of empathy for
more fine-grained analysis that could enhance training empa-
thetic chatbots as well as therapists in their practice. We also
plan to incorporate other modalities which are currently not uti-
lized in our models to investigate how facial expressions and
gestures in the videos cooperate with speech to convey empa-
thy.

Furthermore, we have been collecting and annotating addi-
tional empathy data in Mandarin, with the aim of conducting
similar analyses as we have with our English dataset. As one
may speculate that empathy expression may vary with different
language and cultures, this expansion will enable us to explore
cross-linguistic and cross-cultural dimensions of empathy ex-
pression.
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