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What are potential benefits of Chain-of-Thought (CoT)?

• Inference-time benefits?
• Perform additional steps of computation before outputting answer

• Training-time benefits?
• Learn what intermediate steps of computations to perform
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[Figure from Kojima et al, 2022]
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(Auto-regressive) transformer with CoT

• Input tokens: 𝑥1, … , 𝑥𝑁 ∈ Σ𝑁

• 𝑁th output of transformer (TF) 𝑦𝑁 ∈ ℝ𝑑

• Use 𝑦𝑁 to generate new token – call it 𝑥𝑁+1  first CoT token!

• Apply TF to 𝑥1, … , 𝑥𝑁 , 𝑥𝑁+1  to get output 𝑦𝑁+1 ∈ ℝ𝑑

• Use 𝑦𝑁+1 to generate new token – call it 𝑥𝑁+2  second CoT token!

• …

• Use 𝑦𝑁+𝑇−1 to generate new token – call it 𝑥𝑁+𝑇  𝑇th CoT token!

• Apply TF to 𝑥1, … , 𝑥𝑁 , 𝑥𝑁+1, … , 𝑥𝑁+𝑇  to get output: 𝑦𝑁+𝑇 ∈ ℝ𝑑
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Are there generic inference-time benefits of CoT?

• Recurrent neural nets (RNNs) with CoT?
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• Every Turing Machine using 𝑆(𝑁) space 
and 𝑇(𝑁) time can be simulated by an 
RNN with 𝑂(𝑆 𝑁 )-size hidden state and 
𝑂(𝑇 𝑁 ) CoT steps [Siegelmann & Sontag, 1992]

• Every RNN with hidden state size 𝑜(𝑁) 
cannot perform "INDEX", even with CoT𝑥1 𝑥2 𝑥𝑁

ℎ0 ℎ1 ℎ2 ℎ𝑁…

𝑦𝑁RNN "without CoT"

𝑥1 𝑥2 𝑥𝑁

ℎ0 ℎ1 ℎ2 ℎ𝑁…

𝑦𝑁

ℎ𝑁+1 ℎ𝑁+𝑇…

RNN "with CoT"



• "Small" transformers with CoT can simulate Turing Machines (TMs)
[Merrill & Sabharwal, 2024; Wen, Dang, Lyu, 2025; …]

• Key idea: Use CoT tokens to encode transcript of computation

• Record for single TM step encoded as single CoT token 𝑞′, 𝜎′, Δ :
• Next TM state 𝑞′

• Symbol 𝜎′ to write on tape at current position
• How to move tape head Δ ∈ −1,0, +1

• Transformer computes (as function of computation transcript):
•  Current TM state 𝑞
•  Symbol on tape at current tape head position 𝜎

Inference-time benefits of CoT for Transformers
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𝜎
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Training-time benefits of CoT

• A lot of texts (e.g., textbooks) explain how to solve problems
• Text shows full execution of "algorithm" to solve given problem instance

• So, can learn to follow these steps!
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Formalizing training-time benefits of CoT

• Earliest formalization I am aware of: [Rivest and Sloan, 1988]
• Can PAC-learn poly-size circuits if provided step-by-step instruction labels

• If only provided "final answer" labels, then PAC-learning poly-size circuits is as 
hard as breaking public-key encryption
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